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A Future Through the Lens 
 
Extended reality is the mobile technology of the future as it enables the display of your devices 
to be seamlessly integrated with your everyday vision. 
 
In the 2000s, Apple released revolutionary mobile devices, which have led to over a decade of 
the iphone dominating the technology market as a necessary personal item. Last month (February 
2024,) they added a new product line to their stores, a headset. This, along with massive 
investments from other titans of technology, mainly Meta, gives us a glimpse into the future of 
mobile communication and media devices. 
 
Computer Vision, the technique that lies at the heart of these new technologies, is the use of 
programming to interpret camera data such that a computer can, like us, see. It has already begun 
to revolutionize other industries with its limitless applications such as robotics and automation. 
 
A key example is Tesla, who have risen to compete with century old car companies, in only a 
few years, by harnessing image processing in both its products and manufacturing processes. 
 
As the hardware develops, extended reality products will be able to effectively harness computer 
vision for mobile devices and make us further interconnected through online applications. 
Phones and social media have led to massive strides in the frequency at which we communicate. 
To previous generations it would be surreal that we can share information with one another 
without time or space as limits, and it will only continue to get faster. I aim to consider how our 
behavior as a society will change as our interactions with the virtual world do, but this begins 
with diving into how these devices function; only then can we start to realize how they might 
affect us. 
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Could a Computer Really See? 
 
With modern solutions the concept of a computer with eyes is no longer only a figment of 
science fiction. 
 
An algorithm uses machine learning where programs are trained by learning from experience, in 
order to analyze data and spot trends in images. It’s an algorithm that is rewarded for completing 
tasks and adjusting itself to achieve a higher accuracy, developing a neural network which 
remembers successful techniques. It was originally created to train artificial intelligence models, 
but has since been repurposed for further applications.  
 
Computer vision techniques are trained for: 
 

- Detection, which identifies where in the image an object is located. This is done by 
training a neural network with the grayscale or black and white versions of an image so 
that it can detect patterns in defining contours and similar shapes. 
 

- Segmentation, that separates the parts of an image that are each identified. It does this 
with a neural network that looks for patterns in the colors and shading, measuring hue 
and brightness. 

 
- Classification, which attributes labels to different objects in the image with 

meta-learning where a program is pre-trained to identify different objects using a dataset 
of images. 

 
- Facial Recognition, used to determine whether there is a face, from an album, present 

within an image. It does so using kernels which compare patterns in neighboring pixels. 
 

- Particle Swarm Optimization, which uses images taken at similar time periods and 
compares them so that the identified objects can be used as reference points to reconstruct 
blurred areas from video that were not previously usable. 

 
When a computer vision program classifies objects it is determining a weight for its confidence. 
This is a score from 0 to 1 that represents how alike an object is to images of it in the dataset that 
the neural network has learned from, because it can never be definitively certain. Instead if the 
weight is over a certain threshold, say 0.9, then we accept that it is sufficiently confident that the 
object has been detected. 



3 

 
 
Figure 1: An example of a Computer Vision software called YOLO, using detection to box 
objects, and classifications to label them, mapping the image so that it can be processed. 
 
 
Where is This Applied in Practice? 
 
Tesla 
Tesla, and other automated vehicles, function using a combination of computer vision, and light 
detection and radar (LIDAR). The system within these cars is designed to detect and 3D map all 
objects around the car through depth perception. This information is interpreted by neural 
networks rewarded for safe driving that matches datasets with years of driving videos from 
consumers’ cars. With these neural networks, there is enough output data about the surrounding 
environment to assist drivers by taking control of the wheel and driving for them. 
 
On top of this, Tesla uses robotics to expedite their manufacturing process. Cameras relay data 
from the entire factory floor that is interpreted with computer vision and artificial intelligence 
processes that can be used for every aspect of the production process from quality control to 
industrial engineering. 
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Figure 2: The image from computer vision and LIDAR data as an automated vehicle drives on a 
highway, with labels indicating where the system believes it to be safe to drive, augmented on top 
 
Such effective uses of computer vision have massively progressed both the autonomous vehicles 
and the robotics industries alike. In part, their success has been a reassurance for mobile device 
companies to invest in researching augmented and virtual reality applications for their market. 
 
Meta 
Meta have already established dominance in the industry of extended reality with their 
significantly cheaper Quest headsets. This was a long term plan executed by Facebook when 
they acquired Oculus (the original Quest developers,) in 2014, and then rebranded to become a 
virtual reality company in October 2021. This was an extreme change for the company that had 
established itself as the most popular social media site in the world. Although, it is only a VR 
headset, transporting users to captivating virtual landscapes, at the cost of an awareness of their 
surroundings. The goal is to virtualize spaces that users can view and interact with, to make 
limitless possibilities accessible from a user’s bedroom. 
 
Apple 
Now, they are competing with Apple, which recently released a mixed reality headset that 
seamlessly augment the real world with digital overlays, allowing users to see and interact with 
virtual objects in their physical environment. High-resolution displays coupled with a camera, 
create an immersive experience similar to a phone, but are designed for capturing spaces or using 
apps in three dimensions unlike any devices we’ve seen. While there are drawbacks, such as 
comfort and battery life, the Apple Vision Pro focuses on user experience and positions itself as a 
strong contender in the burgeoning world of spatial computing, despite costing significantly 
more than competition.  
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Uniquely, Apple applies the use of hand 
gesture recognition, a technique that 
demands a superior processor. Patents 
suggest they intend to combine hand signals 
with eye positioning to expand the range of 
possible inputs even more in the future, 
such that users can point to the virtual 
windows. In turn it rewards the user with an 
especially new technique for interacting 
with the device, that can increase the 
frequency of inputs from those we are 
currently used to, like a keyboard or 
touchscreen. 
 
 
 
Figures 11-12: A schematic from “Gesture 
Mapping in a 3D Environment,” a patent 
filed by Apple Inc.  
 
 
 

 
 
At the moment, virtual reality headsets are most popular among the niche gaming market, 
however, Apple’s entry into the market as an augmented “mixed” reality headset foreshadows a 
shift in the consumer base and the applications used towards communication and social media. 
 
 
How Will This Technology Evolve? 
 
Computer vision technologies are developing at rapid rates as it is applied to a plethora of 
industries. Established tech companies will continue to research and market extended reality. As 
well as this, companies will adapt to produce headsets at a greater scale, reducing prices. With 
these considerations, I believe this will lead to headset computers becoming normalized, 
day-to-day consumer products that we all require, replacing our phones. 
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An evident barrier of entry for consumers is the stigma surrounding interactions in a virtual 
space, but its practicality has begun to outweigh the social negatives and turn consumers’ 
opinions. Accessing a mobile device that is integrated with your vision, further improves 
communication, because it tempts users to stay permanently connected to their device as they 
perform tasks. When augmented information can be consumed simultaneously with the natural 
world we experience the barrier between virtual and real beginning to fade, just as it does when 
we start endlessly scrolling on our phones. 
 
A current example of this is Meta’s development of virtual reality facetime, where users' virtual 
avatars are designed to be photorealistic. This has yet to reach consumers as it requires complex 
face scans, but Zuckerberg aims to introduce it to the market within the near future. 
 
 
What has to Happen First? 
 
On the other hand, a major setback in the development of augmented reality headsets, is that 
computer vision requires an overwhelming amount of processing, leading to them producing too 
much heat on users’ heads and making for an uncomfortable experience. In response, the 
National Research Foundation of Korea recently found multicore fibers are a solution, which 
would transport the output imagery from a different part of the headset, rather than the face. This 
would relieve the user's face of heat from local processors and projectors located in the front of 
the headset.  
 
It proved effective at reducing the temperature, but this comes at a cost to resolution. With 
further research and development, it could be solved in the near future, but for now, direct 
projection, as is used in the current industry standard headsets, is superior. 
 
At NVIDIA, the most significant developments in hardware are occurring where new large 
language models have created a massive spike in demand for their graphics processing units. 
This has enabled them to reinvest in researching new processing techniques that will accelerate 
the speed and efficiency at which neural networks can learn, another solution to these problems. 
The demand is so high that it has also pressured AMD to develop their own GPU chip in order to 
compete, that could be specialized for devices like headsets. 
 
NVIDIA is also researching new computer vision techniques, pushing the limits of the software 
to improve. This is particularly in areas of emotional interpretation. With perfected neural 
networks, facial detection can be applied to interpret other people's emotions even more 
effectively than we might. In addition to emotions, researchers have found that people’s posture 
and gaze can be analyzed such that the algorithm can detect their state of drowsiness, cognitive 
load, and distraction. Such techniques could be paired with large language models produced by 
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Google for Alexa and OpenAI for GPT, and used for a variety of applications in automating 
aspects of social interaction. 
 
 
Predicting the Effects 
 
As this technology becomes increasingly realistic, it is important to ask ourselves, is this the 
future that we want? 
 
Further empowering our mobile devices could be compared to opening Pandora’s box. The use 
of social media and video games is an addiction that has already become so normalized where 
spending countless hours a day online is not abnormal. 
 
Connecting to virtual worlds or metaverses may bring us closer together and entertain us further, 
but this comes at a cost. From within a headset we stray further away from the natural world and 
this could potentially have consequences that we must consider. 
 
The development of these technologies further immerses consumers into the already massively 
addictive internet that is reshaping our mental health. In the National Library of Medicine, Dr. 
Mehendale considers how this leads to a development of mental disorders and weighs this 
against the support that rehabilitation applications of virtual reality can supply. Overall, they 
come to the conclusion that there is potential for mobile computer vision devices to have either a 
profoundly negative or significantly positive effect on society's mental health depending on the 
users and the applications of the technology that they choose to use. 
 
In government, regulators continue to push back against social media companies, where 
influences from foreign surveillance states pose a threat to misinformation and cybersecurity, 
threatening democratic values. To oppose this, technology companies are in no short supply of 
funding that can continue to bankroll lawyers that lobby and fight lawsuits against any counter 
efforts, in what appears to be a never ending cycle of litigation. 
 
 
In Conclusion 
 
Following trends in industry, we can see how the introduction of computer vision techniques to 
mobile devices will bring limitless applications that could both benefit and harm consumers 
depending on their use cases. Successful companies in social media, artificial intelligence, and 
robotics are all incentivised to research and invest in its future. This has started to lead to heaps 
of progress in object detection, facial recognition, and depth perception. AR headsets are the next 
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generation of mobile devices that will harness such techniques and integrate the virtual with the 
real world. This expansion will evolve how we communicate with one another, consume media, 
and manage information. There are still technical limits to overcome, but industry recognizes the 
technology's potential and the largest companies in the world are invested in computer vision, 
making its success inevitable. 
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